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执行摘要：在探索人工智能道路上取得的成功，将有可能为人类带来前所未有的益处。因此我们有必要研究如何将这种收益最大化，同时避免潜在缺陷的发生。本文举出了若干实例（绝对不要认为这些例子概括了全部可能性），来阐述这些具有价值的、为确保人工智能维持在强健可靠且有益而进行的研究。

1 人工智能现状

始有人工智能研究以来，人们探索了诸多问题及方法。但直到最近20年，人们的注意力才开始聚焦在搭建“智能体”（intelligent agent）的相关问题上。智能体是一种在特定环境中进行感知并产生行为的系统……

随着研究对象的能力范围从满足实验室研究环境到具备商业价值的技术，一种良性循环应运而生：即便是小小的一点性能改进，也值得大笔经费的投入，用以推动相关研究的开展……

人工智能研究所取得的进展，让我们开始不单单关注其能力，还需探索如何将其社会效益最大化。这样的考量，促成了诸如AAAI 2008-09人工智能未来发展领导人级会议，以及其他针对人工智能的影响所发起的社会项目……本文的研究必定是跨学科的，因其涉及了社会与人工智能两方面，包括经济、法律、哲学，以及计算机安全性、各个时期、各类分支的人工智能技术。本文重点探讨如何使人工智能更具社会良性效益，更具保证正面影响的可靠性，即我们的人工智能系统需要按照我们的意图运转。

2 短期研究重点

2.1 优化人工智能的经济影响

人工智能在工业产业中的成功应用，包括制造、信息化服务等，已经证明其对经济越来越大的冲击，尽管人们很难对这种冲击的准确性质进行定义，也难以界定人工智能与其他信息化技术带来的不同影响。许多经济学家与计算科学学家共同意识到，在人工智能领域，还有很多值得研究的内容，包括如何将经济效益最大化、同时降低不利影响，如更多的不公、更高失业率等[50，12，25，26，71，52，48]。这些考量促进了一系列相关研究等开展，包括经济学、心理学等。下面列出一些例子，对上述内容进行不全面的解释。

1. 人才市场预测

我们将如何预期，各类工种在何时、以何顺序被自动化设备取代？这一自动化过程，将如何影响技能稍欠工人、创意人士、及其他各类信息工作者的薪资待遇？有观点认为人工智能或将极大程度地增加人类的总体财富。然而，自动化程度的增加，可能会使收入的分布更趋指数化。

2. 对市场其他方面的冲击

大部分经济部门，包括金融、保险、精算，以及很多消费市场，都可能遭受人工智能技术运用于学习、建模、预测行为所造成的冲击……

3. 处理不利影响的对策

哪些政策有助于自动化越来越高的社会变得更加繁荣？举例来说，Brynjolfsson和McAfee[12]探索了一系列激励劳动力密集产业、促进运用人工智能所产生的财富来支撑失业人口的政策。另外，我们还需关注诸如教育培训改革、学徒计划、劳力需求体系项目、最低工资法规及税收结构的调整、社会安全网等干预政策有何优缺点。历史上有很多无需为温饱而工作的社会群体的例子，包括古代的贵族、当今卡塔尔等国家特定阶层的公民等。怎样的社会结构及其他因素可以决定这些阶层人民是否富裕？失业并非意味着休假，同时失业与幸福感丧失、自我怀疑、孤独感等有着很深的联系[34，19]；理解怎样的政策及社会常态可以打破这些关联，将大大有助于改善生活质量。关于基本收入标准等议题的经验研究及理论研究，将理清我们所面临的不同选择。

4. 经济指标

人均GDP等经济指标，有可能无法准确反映深度人工智能化及自动化对经济体所带来益处与损害。这使得这些指标不利于政策制定者来参考[50]。对于能够更好反映问题对经济指标对研究，将有利于决策的制定。

2.2 法律及伦理研究

高度智能和自动化系统的开发，会引发有关法律和伦理的重大议题。这些议题的最终结果，将影响人工智能技术的生产者和消费者。这些议题涉及法律、职业道德、哲学论题等方面，同时需要来自计算科学、法律、政策制定、伦理学等方面等专家共同探讨。

1. 针对自动驾驶车辆的权责划分与法律规范

……

2. 机器伦理

……

3. 全自动武器

……

4. 隐私问题

……

5. 职业道德

……

从政策角度来说，人工智能（同其他任何强大等新技术一样），在带来新的机遇的同时，也会引发诸多弊端。合理的应对政策，能够确保人类在享有新技术带来的益处的同时，将风险降至最低。关于政策的问题包括：

1. 哪些领域的政策值得研究？

2. 评估政策的标准有哪些？可能的标准包括合规的可验证性、执法可行性、降低风险的能力、避免开发不利技术的能力、适用性、随情况转变的可适应性等。

2.3 针对强健人工智能的计算科学研究

随着自动化系统在社会中越来越普遍的应用，它们能够稳健地按照我们地意愿执行工作，变得愈发重要。自动驾驶汽车、自动贸易系统、自动武器等项目的开发，激发了人们针对高可靠性系统开发的兴趣。这样的系统可以确保具有极高的稳健性。Weld和Etzioni曾声称，除非我们找到了可信任的方法来确保自动系统的安全，社会是不会接受这些自主运转体的[88]。人工智能系统未按照意愿执行功能的不同失效方式，对应了有关稳健性研究的不同领域：

1. 正确性验证：如何证明一个系统满足特定的性能需求。（我是否正确地搭建了该系统？）

2. 效度：如何确保一个符合规格的系统，不会执行错误的行为，引发不当后果。（我是否搭建了正确的、正当的系统？）

3. 安全性：如何避免未授权个体或组织，进行不当操纵。

4. 控制：在人工智能系统启动，开始运转后，如何有效进行必要的人工控制。（好吧，如果我搭建的系统出错了，我可否修正它？）

2.3.1 正确性验证

……

2.3.2 效度

……

2.3.3 安全性

……

2.3.4 控制

……

3 长期研究重点

一些人工智能研究者经常讨论的长期目标是，为系统开发如人类般从经验中进行广泛学习的能力，同时使系统可以超越人类完成大多数认知任务的能力，因而对社会产生巨大影响。在可预见对未来，如果这样的努力哪怕是有一线希望得以实现，那么除了前文中提到的内容之外，还需要更多的相关研究，确保人工智能具有稳健而有利地为人类服务地能力。

不同研究者对于我们能够成功研发稳健有利系统的机率的估计，具有很大差异。但基于以往的各种推论预测，鲜有研究者能够非常自信地说这个希望是渺茫的。极少数例子表明，否定的论断并不会阻止技术的发展。Ernest Rutherford，这位可以被称作当时最伟大的核物理学家，在1933年曾号称核能的利用完全是空想（作者注：原话为“原子分裂所释放的能量非常微弱，想要指望通过这种原子转变来提供能量的人完全是在空想。”[58]），皇家天文学家Richard Woolley也曾在1956年将星际旅行描述为“完全是胡扯”[62]。退一步说，只要人工智能技术得以发展的机率大于可忽略的程度，我们就有理由为其投入足够多的资源。好比我们会愿意为房屋保险而进行充分的投资，即便发生火灾的概率极其微小。

3.1 正确性验证

……

3.2 效度

……

3.3 安全性

……

3.4 控制

……

4 结论

总的来说，在探索人工智能道路上取得的成功，将有可能为人类带来前所未有的益处。因此我们有必要研究如何将这种收益最大化，同时避免潜在缺陷的发生。本文举出了若干实例（绝对不要认为这些例子概括了全部可能性），来阐述这些具有价值的、为确保人工智能保持稳健可靠且有利人类权益地情况下运转而进行的研究。
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